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Between 2015 and 2022, most large 
enterprises invested heavily in artificial 
intelligence but achieved only partial, 
localized success. Models advanced, 
yet business transformation lagged. 
The reasons were structural: AI was 
layered onto legacy processes and 
systems rather than used to redesign 
them; human-centered design rarely 
unearthed the tacit knowledge—the 
undocumented know-how—that 
actually drives work; innovation 
followed linear IT delivery models that 
trapped efforts in “proof-of-concept 
purgatory”; and limited skills, slow 
governance, and fragmented data all 
constrained scale.

The outcome was predictable: 
Velocity stalled (change cycles 
remained long), Capacity remained 
low (few transformations could run 
in parallel), and Capability failed to 
compound (people didn’t learn how to 
work effectively with AI).

The next phase of enterprise AI 
requires a different operating model—
one built on clear design principles 
rather than tool choices:

1.	 Start tacit-first, not tool-first: 
capture how work really happens 
before redesigning it.

2.	 Solve-for-X: design from 
outcomes and KPIs backward, not 
from existing processes forward.

3.	 Run an innovation portfolio: treat 
AI initiatives as staged bets with 
explicit gates, not endless pilots.

4.	 Make governance intrinsic: 
encode evaluation, compliance, 
and safety into delivery pipelines.

5.	 Foster learning in the flow of 
work: use “dojo” approaches 
where teams build and learn 
simultaneously.

6.	 Continuously close the loop: 
treat every deployment as data for 
the next redesign.



01.
The Problem We Actually Experienced (2015–2022)

Legacy layering instead of 
re-design. Too many programs 
“paved the cow paths”—bolting AI 
onto processes and systems never 
built for agility—so integrations 
were brittle and technical debt 
compounded. Human-Centered 
Design (HCD) was often a check-
the-box exercise focused on 
known problems rather than a true 
re-imagination of work with AI. 

POC purgatory and linear 
build mindsets. Teams applied 
conventional “design-to-
build” approaches to a frontier 
technology. Proofs of Concept 
(POCs) multiplied, but without 
staged pathways to production, 
most remained demos—satisfying 
curiosity, not operations. 

Fragmented data and immature 
MLOps. Even where models were 
good, data quality and access 
were uneven; Model Operations 
(MLOps)—including Continuous 
Integration/Delivery/Testing (CI/
CD/CT)—was underdeveloped, 
so reliability, governance, and 
lifecycle management lagged. 

Vendor hype, unclear payback 
clocks. “Plug-and-play” promises 

met integration and change-
management reality; cost 
overran timelines, and Return on 
Investment (ROI) proved slower 
than expected. 

Skills scarcity and cultural 
drag. Scarce talent (data 
science, engineering, product) 
sat in silos; change management 
was underfunded; executive 
sponsorship waxed and waned—
keeping AI peripheral to the 
operating model. 

Governance anxiety. In regulated 
domains, ambiguity around 
privacy, fairness, transparency, 
and accountability slowed 
deployment. Evaluations (evals) 
and policy guardrails arrived late, 
not by design. 

Net effect on the three vectors:

•	 Velocity (how fast ideas 
become safe production) 
stalled.

•	 Capacity (how much change 
the org can run in parallel) 
stayed low.

•	 Capability (what people know 
and can do with AI, every day) 
did not compound.

These principles directly raise 
Velocity, Capacity, and Capability—
the three levers of sustainable 
AI transformation. They enable 
organizations to iterate faster, 
handle more concurrent change 
safely, and build a workforce 

that learns and innovates with 
AI in real time. The difference 
between repeating the last cycle 
and achieving compounding 
transformation lies not in better 
models, but in better organizational 
metabolism.



02.
Design Principles That Break the Pattern

1.	 Start tacit-first, not tool-first. 
Treat tacit knowledge—the 
undocumented, experience-based 
know-how—as first-class data. Do 
discovery “in the flow” of work (a 
digital Gemba walk), mapping the 
real as-is before “solutioning.” This 
raises Capability and prevents 
shallow re-design. 

2.	 Solve-for-X (outcomes-first) 
and redesign the flow, not just 
the model. Begin from explicit 
objectives/KPIs, then refactor roles, 
controls, and process boundaries 
accordingly. AI changes who 
does what, when, and with what 
guardrails—optimize end-to-end, 
not step-by-step. This accelerates 
Velocity by reducing backtracking. 

3.	 Run an innovation portfolio with 
stage gates. Mix Horizon-1/2/3 
bets, with explicit criteria 
to progress from idea POC 
production. Expect early attrition; 
measure the throughput of 
learning, not just the number of 
pilots. This expands Capacity 
without chaos. 

4.	 Make governance a design 
input (policy-as-code). Encode 
compliance, security, lineage, and 
evaluation criteria into build and 
run paths—so scale never outruns 
control. This de-risks Velocity and 
unlocks Capacity (fewer bespoke 
reviews). 

5.	 Compose with reusable 
primitives. Favor composability: 
common adapters, patterns, 
ontologies, and evaluation suites. 
Reuse compounds Capacity and 
raises solution reliability. 

6.	 Learning in the flow of work (Dojo 
approach). Upskill cross-functional 
squads on real use cases—
business + IT + risk. As people 
operate new workflows, they 
surface more tacit knowledge and 
grow Capability where it matters. 

7.	 Close the loop—continuously. Treat 
telemetry and post-deployment 
feedback as fuel for redesign; 
make improvement cycles short 
and routine (“Infinity Kaizen”). This 
compounds Velocity, Capacity, 
and Capability together. 



03.
Applying the Principles: Solution Patterns 

1.	 Tacit-knowledge diagnostics at 
scale

•	 What it is: Lightweight, 
guided, in-flow-of-work 
interviews/prompts and expert 
probes that capture decision 
heuristics, exceptions, and 
boundary conditions; bind to 
an ontology-rich operational 
map.

•	 Why it matters: Produces a 
trustworthy as-is to design 
from; avoids “designing on 
myths.” Capability rises 
because people co-create the 
map they’ll later operate. 

2.	 Outcome-constrained design & 
simulation

•	 What it is: “Solve-for-X” 
workshops that start from 
target KPIs (e.g., error rate, 
cycle time) and simulate to-be 
flows—human-in-the-loop/
on-the-loop (HITL/HOTL) 
included—before integration.

•	 Why it matters: Reduces false 
starts; increases Velocity by 
de-risking before code hits 
production. 

3.	 Portfolio flow with explicit 
promotion criteria

•	 What it is: Horizon-based 
pipeline (H1/H2/H3) with 
decision gates tied to evidence 
(evals, business impact, risk 
posture).

•	 Why it matters: Prevents POC 
purgatory, right-sizes ambition, 
and grows Capacity to run 
more in parallel. 

4.	 Governance-by-default

•	 What it is: Policy-as-code, 
standardized evaluation 
harnesses, and audit trails 
embedded from the start; 
lineage and observability as 
non-negotiables.

•	 Why it matters: Eases 
regulator conversations; 
shortens review cycles; raises 
both Velocity and Capacity. 

5.	 Runtime with telemetry and 
rollback

•	 What it is: Production 
execution that records 
decisions, outcomes, and side-
effects; supports safe rollback 
and rapid redeploys.

•	 Why it matters: Turns 
every run into data for 
improvement—feeding the 
design loop and compounding 
Velocity. 

6.	 Dojo-style capability building

•	 What it is: Guided “build-run” 
sprints where squads deliver 
real outcomes and, in doing 
so, build shared mental models 
and skills.

•	 Why it matters: Scales 
Capability beyond a small 
expert group; surfaces fresh 
tacit knowledge continuously.



Conclusion

After a decade of experimentation, 
we have learned enough to 
move from insight to disciplined 
execution. The lessons of 2015–
2022 make it clear what is needed: 
design that continuously links 
diagnostics, composition, delivery, 
feedback loops, and assurance 
into one adaptive system.

Agentic solutions now make this 
possible—systems that can sense 
how work is truly done, compose 
and run new workflows safely, 

learn from every execution, and 
improve continuously. This is no 
longer theory; it is an operational 
model ready to scale.

For leaders who want to apply 
these design principles in practice, 
the emerging kAIgentic platform 
provides the environment to do 
exactly that—turning organizational 
learning into transformation 
velocity, capacity, and capability at 
enterprise scale.


